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Stiftung Neue Verantwortung
is now interface

Since 2014, our team has worked on building an independent think tank and pub-

lishing well-researched analysis for everyone who wants to understand or shape

technology policy in Germany. If we have learned something over the last ten years,

it is that the challenges posed by technology cannot be tackled by any country

alone, especially when it comes to Europe. This is why our experts have not only fo-

cused on Germany during the past years, but also started working across Europe to

provide expertise and policy ideas on AI, platform regulation, cyber security, gov-

ernment surveillance or semiconductor strategies.

For 2024 and beyond, we have set ourselves ambitious goals. We will further ex-

pand our research beyond Germany and develop SNV into a fully-fledged European

Think Tank. We will also be tapping into new research areas and offering policy in-

sights to a wider audience in Europe, recruiting new talent as well as building expert

communities and networks in the process. Still, one of the most visible steps for

this year is our new name that can be more easily pronounced by our growing inter-

national community.

Rest assured, our experts will still continue to engage with Germany’s policy de-

bates in a profound manner. Most importantly, we will remain independent, critical

and focused on producing cutting-edge policy research and proposals in the public

interest. With this new strategy, we just want to build a bigger house for a wider

community.

Please reach out to us with questions and ideas at this stage.
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The recently published Code of Practice, a tool to comply with the EU AI Act's GPAI

rules, is the world’s first major effort to translate high-level AI safety principles into

enforceable measures. A crucial test case for frontier AI regulation, the Code’s success will

ultimately depend on the political will and institutional capacity to enforce it.

Introduction
The past years have seen no shortage of AI governance initiatives. International
summits in Bletchley, Seoul, and Paris have convened industry, governments, and
civil society. A number of governments, such as the UK, Canada and Singapore,
established AI Safety (or Security) Institutes that now coordinate through an
international Network. Meanwhile, the G7 developed governance principles for
advanced AI systems through its Hiroshima Process, while industry leaders signed
voluntary safety commitments in Seoul. The most recent addition to this evolving
governance landscape is the EU's Code of Practice, a compliance tool for the EU AI
Act's rules on GPAI.

This comes just in time: In a few weeks, on August 2, 2025, the AI Act's GPAI rules
enter into force, establishing the world's first binding requirements for model
documentation, safety evaluations, and systemic risk assessments. Providers seeking
to deploy models on the European market will have to meet these obligations, or else
they could face fines and market restrictions. The Code of Practice, developed
through a multi-stakeholder process and facilitated by the newly established EU AI
Office, translates broad legal requirements into specific technical measures. Unlike
other frameworks—such as the Seoul Frontier AI Safety commitments or the G7
Hiroshima process—the Code derives its significance through its connection to
enforceable legislation. While providers can demonstrate compliance through
alternative means, these may face greater regulatory scrutiny, most likely making the
Code the practical pathway for most providers. Indeed, major AI providers,
including OpenAI and Mistral, have already signed the Code, signaling early
industry adoption of this compliance pathway.

As the world’s first attempt to create a binding legal framework for GPAI, the Code
could have an impact beyond Brussels. If implemented successfully, it could provide
much-needed visibility into the practices of frontier AI companies and generate
crucial evidence for future AI governance efforts. However, its success is not
guaranteed and now hinges on the AI Office's ability to drive implementation. These
range from building up the AI Office’s regulatory capacity, creating updating
mechanisms for the code, to navigating a new geopolitical environment, not least by
managing its relationship with the US’ Center for AI Standards and Innovation,
whose explicit mission is to ‘guard against burdensome and unnecessary regulation of

From Code to Compliance: The EU's Bid to Regulate General-Purpose AI 4 / 15

https://www.google.com/search?q=Code%20of%20Practice%20gpa&oq=Code%20of%20Practice%20gpa&gs_lcrp=EgZjaHJvbWUyBggAEEUYOTIMCAEQIxgnGIAEGIoFMggIAhAAGBYYHjIICAMQABgWGB4yCAgEEAAYFhgeMgYIBRBFGDwyBggGEEUYPDIGCAcQRRg80gEIMjM1M2owajeoAgCwAgA&sourceid=chrome&ie=UTF-8https://digital-strategy.ec.europa.eu/en/policies/contents-code-gpai
https://www.gov.uk/government/topical-events/ai-safety-summit-2023
https://www.gov.uk/government/topical-events/ai-seoul-summit-2024
https://www.elysee.fr/en/sommet-pour-l-action-sur-l-ia
https://www.aisi.gov.uk/
https://ised-isde.canada.ca/site/ised/en/canadian-artificial-intelligence-safety-institute
https://sgaisi.sg/
https://www.csis.org/analysis/ai-safety-institute-international-network-next-steps-and-recommendations
https://www.nist.gov/system/files/documents/2024/11/20/Mission%20Statement%20-%20International%20Network%20of%20AISIs.pdf
https://www.mofa.go.jp/files/100573471.pdf
https://www.mofa.go.jp/files/100573471.pdf
https://www.gov.uk/government/publications/frontier-ai-safety-commitments-ai-seoul-summit-2024/frontier-ai-safety-commitments-ai-seoul-summit-2024
https://digital-strategy.ec.europa.eu/en/policies/contents-code-gpai
https://digital-strategy.ec.europa.eu/en/policies/ai-office#:~:text=The European AI Office is the centre of,and use of trustworthy AI, and international cooperation.
https://digital-strategy.ec.europa.eu/en/policies/ai-office#:~:text=The European AI Office is the centre of,and use of trustworthy AI, and international cooperation.
https://www.gov.uk/government/publications/frontier-ai-safety-commitments-ai-seoul-summit-2024/frontier-ai-safety-commitments-ai-seoul-summit-2024
https://www.mofa.go.jp/files/100573471.pdf
https://www.mofa.go.jp/files/100573471.pdf
https://digital-strategy.ec.europa.eu/en/policies/ai-act-governance-and-enforcement#:~:text=The European AI Office, established in February 2024,most powerful AI models, so-called general-purpose AI models.
https://openai.com/global-affairs/eu-code-of-practice/
https://www.politico.eu/article/eu-artificial-intelligence-laws-big-tech-grok-transparency/
https://www.nist.gov/caisi
https://www.nist.gov/caisi


American technologies’.

What is the code, and why was it de-
veloped?
The EU's Code of Practice was borne out of a classic challenge regulators face when
governing rapidly evolving technologies: write rules too specific, and they become
obsolete before implementation; keep them too vague, and companies are left with
uncertainty about what compliance looks like.

The AI Act addressed the first challenge by being deliberately broad, requiring
developers to use ‘state-of-the-art’ measures and ‘assess systemic risks’ to
future-proof it against new developments. The second challenge, providing concrete
guidance, would traditionally be resolved through European standardisation bodies
like CEN-CENELEC, which develop detailed technical standards. However, this
process can take years, far too long, given that the GPAI provisions will become
enforceable on August 2, 2025.

The Code's role is to bridge this gap. Developed in eleven months, it serves as a
compliance tool designed to guide providers of GPAI models in meeting their
obligations under the AI Act. While technically voluntary, as providers can pursue
alternative means of compliance and draw up their own documentation framework,
the Code offers more or less a manual for compliance and, crucially, reveals how the
Commission will likely interpret the Act's requirements.

Noteworthy about the Code of Practice is not only its function as an expedited
pathway to implementing the AI Act, but also the process by which it was
developed. The EU AI Office facilitated an eleven-month multi-stakeholder process,
led by 13 leading scientists who were nominated to develop the text. Over 1,000
participants from industry, academia, civil society, as well as international and EU
governments, contributed through workshops and written feedback across four
iterations.

What and who is covered by the
code?
In line with the AI Act’s risk-based approach, the Code distinguishes between two
categories of GPAI models. All providers (with some open source exceptions) must
meet baseline obligations related to transparency and copyright, laid out in the first
two chapters. Additional requirements apply to providers whose models are
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classified as posing “systemic risk”—typically the most advanced systems on the
market, currently identified by the scale of computational resources used in training.
These models are subject to further safety and security obligations outlined in the
Code’s third chapter.

Tier 1: Baseline Requirements for All GPAI
Providers

The first chapter on Transparency applies to all providers of general-purpose AI
models, except those releasing models under a free and open-source license—unless
those open-source models are found to pose a "systemic risk." Providers are required
to implement three transparency measures to ensure clear and up-to-date
documentation throughout the AI development process. To facilitate compliance,
the chapter introduces a user-friendly "Model Documentation Form," outlining the
necessary information for providers to fulfill the transparency obligations set by the
AI Act.

The second chapter on copyright applies to all providers of GPAI models,
irrespective of whether they are open-source. The chapter outlines five specific
measures for creating and implementing copyright policies, establishing web
crawling practices, and devising strategies to mitigate copyright infringement risks.
Importantly, while following this chapter allows providers to demonstrate
compliance with the AI Act’s copyright provisions, it does not automatically ensure
compliance with existing EU Copyright law - this is still up for courts to decide.

Tier 2: Safety & Security Requirements for Mod-
els with ‘Systemic Risk’

The third chapter on ‘Safety and Security’ applies to ‘General Purpose AI Models
with Systemic Risk’ (GPAISR). According to the authors of the code, this should
capture 5-15 providers at any given time, ensuring it only covers the most advanced
models. However, the initial designation mechanism, a training compute threshold
of 10²⁵ FLOP (which essentially measures the computational resources invested in
training a model), would currently capture approximately 33 models. This creates a
notable discrepancy between the intended and actual scope of the Code, which can,
however, be updated by the Commission through a delegated act.

For GPAISR models, the AI Act mandates roughly four categories of measures: a
safety and security framework, risk assessment, risk mitigation, and governance
measures. The first commitment is a Safety and Security Framework, essentially a
risk management protocol that AI companies must maintain, documenting how
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they will identify, assess, and mitigate potential harms throughout development and
deployment. This mirrors existing ‘frontier AI safety policies’ that developers like
OpenAI, and Anthropic have already drawn up, but adds specificity, such as
pre-defining risk thresholds.

Following this framework, companies must assess risks along the model lifecycle
and check whether the model exceeds specified risk thresholds. The commitments
on risk assessment require AI companies to systematically identify, analyse, and
evaluate potential harms at predetermined milestones throughout development,
using methods like red-teaming, capability evaluations, and safety margin
calculations. Companies must then compare these assessed risks against pre-defined
thresholds to make explicit decisions about whether to proceed with deployment,
implement additional safeguards, or halt development entirely. This goes hand in
hand with the third section, risk mitigation measures, requiring companies to
implement technical ‘state of the art’ measures to ensure safety mitigation (though it
doesn't describe which ones) and keep cybersecurity standards to prevent
unauthorised access to unreleased model weights.

Finally, the last section addresses governance measures, including reporting
requirements and the AI Office, such as submitting the ‘Safety and Security Model
Report’ when or shortly after a model is released to the market, establishing
processes for incident reporting, and, under specific circumstances, conducting
external evaluations. However, beyond model-specific measures, it also prescribes
wider measures for the organisation that is developing, such as defining who is
responsible for risk oversight, allocating adequate resources to safety teams, and
promoting a healthy risk culture throughout the organisation. Notably, while earlier
drafts included whistleblower provisions, the final text only references the existing
EU whistleblower directive, which likely wouldn't protect employees outside the EU,
such as those in the US.
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How does the Code fit within the in-
ternational context?
The EU's Code of Practice is emerging in a global governance landscape where an
almost remarkable consensus has formed around the core principles for governing
the most capable AI models. From international agreements, such as the G7
Hiroshima Process, to national guidance like the UK's emerging process and the US’s
risk management framework, and frontier AI safety commitments made at the Seoul
Summit, all converge on similar ideas: setting up a risk management process,
requiring model evaluations, cybersecurity provisions, and accountability measures
such as external scrutiny and sharing relevant information with governments. In line
with a key drafting principle of international alignment, the Code of Practice builds
directly upon this global consensus, with the notable exception of its copyright
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measures, which reflect specific, existing EU law. Consequently, the framework is
designed less to export new rules via the ‘Brussels Effect’ and more to formalise and
add legal weight to emerging international norms.

The key differences, therefore, lie not in the what, but in the how. The European
approach stands out in three ways.

First, the Code is more prescriptive than the above-mentioned frameworks, drawing
up templates, specifying timelines, and formal structures that leave less room for
interpretation. For instance, while in the voluntary commitments companies agreed
to setting up a risk management framework, the EU's approach has an explicitly
demarcated Safety and Security Framework that lays out concrete risks to be tested
against, and specifies what needs to be tested, when in the lifecycle this must occur,
and how it should be documented.

Second, the Code diverges on the means of enforcement. Most voluntary
frameworks rely on ‘soft power’ methods such as optional adoption and public
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pressure. The UK, for example, delayed its planned ‘Frontier AI bill’ but also
increasingly positions its AI Security Institute as a technical partner to industry,
rather than a regulator, given its lack of enforcement power. Although it remains to
be seen how the AI Office will approach enforcement, it has various tools available.
These range from requesting information and conducting interviews with industry
to levying substantial fines of up to 3% of a company's annual total worldwide
turnover for breaches of the AI Act. In extreme cases, it can even call for a model to
be taken off the market. In other words, the EU has some deterrent mechanisms to
encourage compliance.

Third, and perhaps most distinctively, the Code's development process itself offers a
model that differs from traditional standard-setting approaches. While surveys show
broad public support for AI regulation (71% globally), they reveal mistrust in
single-actor governance: 82% of U.S. voters say tech executives cannot self-regulate,
and 63% believe government regulators lack adequate understanding of emerging
technologies. Instead, a majority wants universities, ethicists, and civil society
involved in setting AI standards. After all, these standards will address a lot of
normative questions like defining what a ‘systemic risk’ is or what meaningful
accountability should look like.

Traditional standardisation bodies usually allow for limited public input and
participation fees can exclude smaller actors. The Code's approach, which tasked
independent expert chairs with mediating input from a broad and diverse forum,
could offer a more accessible and legitimate alternative. While this multi-stakeholder
model carries risks, including potential tokenism where stakeholder inclusion
becomes performative, it represents an important experiment in democratic tech
governance that, if genuinely implemented, could create standards that are both
technically sound and socially trusted.

Ultimately, the global landscape shaped by a logic of ‘convergent goals, divergent
methods’ is not necessarily a weakness. While the risk of regulatory fragmentation
exists, it also creates an opportunity to test out different approaches and learn from
them. By requiring documentation, Safety and Security Frameworks, Model
Reports, incident logs, the Code might generate a first empirical record of how AI
governance works in frontier AI companies. This data, if used wisely, could enable
evidence-based refinement across all jurisdictions, revealing which risk assessments
prove predictive and which governance structures enable effective responses.

The challenge ahead for the international community is to ensure that they can learn
from one another. This will require deliberate coordination through shared
technical standards, mutual recognition of assessments, and continuous engagement
through emerging venues like the Network of AI Safety Institutes. If the
international community can successfully learn from diverging approaches, the
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current diversity may prove a strength rather than a weakness in building out our AI
governance toolkit.

The FThe Frrontier AI Safontier AI Safety Commitmentety Commitmentss

Announced at the 2024 AI Seoul Summit, the Frontier AI Safety Commitments
represent a voluntary industry initiative endorsed by leading AI developers.
Signatories pledge to conduct pre-deployment testing, invest in safety research,
and cease development if unable to guarantee safety. However, the commitments
remain high-level, lacking specific implementation guidance or oversight
mechanisms.

The G7 HirThe G7 Hiroshima Proshima Processocess

The Hiroshima Process Code of Conduct, endorsed by G7 nations and over 50
additional countries, calls for transparency reports, risk assessments, and
appropriate safeguards for advanced AI systems. The OECD is developing
monitoring mechanisms, but participation remains voluntary and implementation
details are still emerging.

The US InnoThe US Innovvationation‑Led ModelLed Model

The United States favours voluntary standards over prescriptive rules; after
revoking the 2023 AI executive order in January 2025, it placed the NIST‑based
Center for AI Standards and Innovation (CAISI) at the helm to test frontier models for
national‑security risks and to diffuse best practices that industry adopts through
market incentives.

The UK's "GoThe UK's "Govvernance-as-a-Serernance-as-a-Service" Strvice" Stratategyegy

The United Kingdom has carved out a unique role for itself as a global hub for AI
safety expertise. Its AI Safety Institute acts as a specialized, state-led technical
auditor, publishing its own guidelines and seeking to build influence through its
technical authority and its capacity to evaluate the most advanced AI models,
rather than through broad market regulation.

The EU RThe EU Regulategulatorory Fy Frrameamewworkork

The EU's model, embodied in the Code of Practice, is designed as a comprehensive
and enforceable market regulation. Its objective is to create a legally certain
environment by translating shared principles into detailed, quasi-binding
procedures for any company wishing to access the EU market.
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What challenges lie ahead?
With the publication of the Code of Practice, the EU's regulatory ambitions enter a
new and no less challenging phase.

If implemented effectively, the Code, along with the AI Office's enforcement powers,
provides strategic benefits for policy-makers and providers that go beyond existing
voluntary commitments. For the first time, the AI office will have insight into the
risk management processes of the world's most advanced AI models. Additionally,
the documentation provided through the Code may generate a more detailed
empirical record of critical information, including incident logs, risk assessments,
and the effectiveness of risk mitigation measures. This information could serve as
feedback mechanism to enhance future AI policies. For GPAI providers, the Code
should ensure legal certainty of their compliance with AI Act. In light of
internationally harmonised standards, this may set a global precedent and become
the preferred choice for providers looking to deploy their models in the European
market.

Realising these opportunities, however, is entirely contingent on the nascent AI
Office confronting several formidable challenges.

The first challenge is whether the EU AI Office can build the institutional capacity
and technical expertise to make use of its enforcement powers, be it requesting
information, accessing models for evaluations, or asking them to implement risk
mitigations. This requires more than just legal authority; it demands a deep bench of
talent capable of scrutinizing the complex systems of well-resourced companies,
especially given providers' anti-regulatory threats to delay European deployments.
By doing so, it could take inspiration from the UK's AI Safety Institute, which has
built a world-class team by hiring experts directly from major tech firms and top
research institutions. Secondly, this technical capacity must be backed by political
will to resist pressure from the US administration. Promising signals have emerged
on this front, with Henna Virkkunen, the EU's Commissioner on Tech, reportedly
making it clear that the EU's digital rulebook is non-negotiable in trade talks with
the US.

Finally, beyond building its own capacity, the AI Office faces the challenge of
ensuring the Code itself remains a precise and relevant tool. This requires
demonstrating regulatory agility on two critical fronts. First, it must clarify the
scope of the rules relating to ‘systemic risk’. The Code’s drafters intended its strictest
rules to apply narrowly to only a handful of frontier models, but the current
compute threshold (1025 FLOP) is a crude proxy that risks applying these
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obligations far more broadly. Second, to prevent the Code from becoming obsolete,
the Office must establish a formal mechanism for updating its technical provisions
on a regular, predictable cadence, ensuring the framework can evolve alongside the
rapid pace of AI development.

Conclusion
Viewed against the existing AI governance landscape, where voluntary
commitments have so far set the tone, the EU's Code of Practice stands apart as the
first framework developed under, and linked to, binding legislation. With leading
frontier AI companies—including OpenAI and Mistral—already committed, its
impact may extend beyond Europe, potentially reshaping how major global
developers document, assess, and mitigate AI risks. However, the real test is yet to
come. Whether the Code becomes an influential global template or remains merely a
regional regulatory experiment will depend entirely on effective implementation.
For the EU AI Office, that task will require not only significant technical expertise
but sustained political courage and a readiness to enforce the rules rigorously. Either
way, the insights and lessons generated by this effort will shape AI governance for
years to come.

Disclosure: The views and opinions expressed are solely those of the authors and do not

reflect or represent any official position of the European Commission. Prović is a policy

officer with the European AI Office, and the European Commission has the right to

review publications by its staff for accuracy and sensitive information.
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