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Executive Summary
Artificial intelligence (AI) has become an important strategic asset in foreign policy. 

As a general-purpose technology, AI can increase a state’s economic power and en-

hance its political influence. It has also become an element of protecting states’ na-

tional security and defense interests. Therefore, access to AI technologies and the 

ability to participate in AI innovation is key to increasing the economic competitive-

ness and sovereignty of states. Where companies gain importance within a coun-

try or region by virtue of their innovative capacity, technological dependencies can 

arise. At first, such dependencies on foreign AI technologies become visible in the 

private sector, but eventually they can develop into political ones. Ultimately, this 

can lead to shifts in the global balance of power and result in geopolitical tensions.

To uncover strategic dependencies on foreign companies, countries, or regions in 

the field of AI, European policy makers need to examine whether European indus-

tries are highly dependent on foreign AI technologies. Only if the European Union 

(EU) knows its position in the global AI innovation ecosystem, it can develop sound 

technology foreign policy. It needs to identify leading AI innovators, but also reflect 

on its dependencies and weaknesses that prevent it from achieving a higher degree 

of autonomy, especially when it comes to national security or digital transformation.

This paper provides European foreign policy makers with in-depth information 

on how to uncover the EU’s strategic dependencies in AI. It applies a particularly 

revealing technique of identifying dependencies in AI: It maps the AI ecosystem 

with respect to innovative capacity. This can be measured by examining different 

intellectual property (IP) rights that allow for the protection of inventions in AI. The 

distribution of AI patents, for example, is not only a strong indicator for the innova-

tive capacity of companies, but also more generally for the inventiveness of states 

and regions. Currently, companies from the US and Asia dominate European patent 

applications in the field of computer and digital communication technologies, to 

which AI technologies are of fundamental importance.  

However, it is not enough to count patent applications. Rather, as a first step in 

mapping Europe’s AI landscape, this paper suggests examining the distribution of 

IP rights along the core industrial inputs of AI. This allows an understanding of the 

innovative capacity of AI companies and the general structure of AI ecosystems; it 

also helps to identify locational (dis)advantages that arise from the lack of interna-

tional harmonization of IP rights protection. 

In addition to patents, trade secrets and copyrights are important indicators for 

measuring innovation in AI. Moreover, European foreign policy makers need to un-

derstand what AI is and which individual elements make up this technology. This 
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requires a breakdown of AI into its key industrial inputs: algorithms, hardware, and 

data. These categories—patents, trade secrets, and copyrights, as well as algo-

rithms, hardware, and data—form the analytical matrix this paper applies to iden-

tify the ways in which innovation in AI can be protected by IP rights and how this, in 

turn, can contribute to technological dependencies. 

This paper has identified three main challenges related to the IP rights protection 

of AI’s core industrial inputs. 

• U.S. patent law offers more room than European provisions in terms of oppor-

tunities to patent AI algorithms. This could represent a locational disadvantage 

for the EU, especially considering that algorithms form the core of AI innovation.

• The project of mapping Europe’s AI ecosystem is further complicated by pending 

court cases. In the EU as well as in the US, there is legal uncertainty as to wheth-

er private sector companies may train their AI models on copyrighted data. The 

situation might tilt towards AI developers and weaken the legal position of copy-

right owners. If at all, this seems more likely to happen in the US, if US courts 

should rule analogous to the Google Books decision, which allowed the compa-

ny to scan millions of books that had previously been under copyright protection.

• In the case of AI hardware, the challenge does not lie in the different applica-

tion of IP rights, but rather in the lack of a European hardware infrastructure in 

the form of hyperscale cloud platforms or supercomputing clusters. Therefore, 

European AI companies and increasingly European cutting-edge research are 

already dependent on foreign, especially U.S. cloud computing infrastructures.   

In sum, examining different IP regimes along AI’s core industrial inputs highlights 

the need for the EU to engage in a systematic mapping of this complex space to 

identify its strengths, weaknesses, and strategic dependencies. This constitutes a 

first step towards building long-term strategic capacities in European AI technology. 
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1. Introduction
Artificial intelligence (AI) has developed into a key strategic asset in foreign affairs. 

As a general-purpose technology, AI can increase a state’s economic power and raise 

its political influence. It has also become an element in the protection of states’ na-

tional security and defense interests. As a result, access to AI technologies and the 

capacity to be part of AI innovation is key to raise states’ economic competitiveness 

and sovereignty.

Conversely, restricting others from gaining access to AI technologies or their tech-

nological resources can raise a state’s relative economic and political power. AI 

technologies have therefore been added to export control lists1, are part of foreign 

direct investment screening, and visa control. These foreign policy tools have seen a 

renaissance in foreign economic and trade policies, as part of the bigger picture of 

technology foreign policy.2 

A policy area where the EU finds itself increasingly under pressure from China and 

the United States (US) are national digitization or tech policies that successfully 

combine elements of industrial policy with public research and development spend-

ing. This is a whole of government approach to tech policy. In the US, leading national 

security and tech think tanks3 have long been advocating such an approach, and 

this advice is now increasingly being absorbed by Congress4, the executive branches, 

and even to be found in recent legislation5. 

In China, official government strategies on technology policies6 follow a top-down 

approach requiring all relevant stakeholders—political and academic institutions, 

as well as industry—to work together to achieve their primary goals. For AI, this 

means “making China the world’s primary AI innovation center” by 2030—as de-

scribed in China’s AI strategy, published in 2017.7 

Since the Obama Administration’s critical pivot to Asia, that was radically steered 

towards containing the economic and political rise of the People’s Republic of China 

under U.S. President Donald Trump, European foreign policy makers find themselves 

challenged to redefine their position between the EU’s most important ally, the US, 

and China—an economic competitor and systemic rival. In AI policy, the EU has cho-

sen a regulatory approach to regain global influence and to get a grip on the technol-

ogy’s developmental trajectory. The EU Commission’s draft proposal for a regulation 

on AI (the AI Act) puts forward a risk-based assessment of AI applications, based on 

their possibility for causing harm to individuals’ rights.8 
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The EU is risking technological dependencies in AI 
Dependencies of European governments on foreign technology such as semiconduc-

tors, and on pharmaceutical companies for vaccines and chemical pre-products—

exposed by supply-side shocks during the Covid-pandemic—provided a wake-up 

call to pay closer attention to emerging technologies likely to affect a government’s 

foreign policy. These concerns extend to foundational and emerging technologies 

such as semiconductors, quantum computing, and AI. This has given rise to the Eu-

ropean concept of open strategic autonomy, that has become Europe’s answer to 

regain self-reliance in matters of economic, defense, energy,9 but also in tech policy 

issues (see Annex 1). This vision will guide European foreign policy and help to fur-

ther position the region in the international political arena.

If companies in a country or region of the world gain in importance due to their inno-

vative capacity, technological dependencies can reduce the economic performance 

of the dependent country which in turn may negatively affect its political impor-

tance. Hence, issues of private sector dependencies may well develop into political 

dependencies at a later point in time. Ultimately, this can lead to shifts in the global 

balance of power and result in geopolitical tensions, especially when the access to 

general-purpose technologies, such as AI, is concerned. 

To uncover strategic dependencies from foreign companies, countries, or regions 

in AI, European foreign policy makers need to closely examine whether European 

industries—especially nascent startups and SMEs—are relying heavily on foreign 

AI technologies. To design reasonable foreign technology policies (for example for-

eign direct investment screening, export and visa control, and the evaluation of in-

ternational research collaborations), the EU must know its position in the global AI 

innovation ecosystem. It must identify the top innovators and leaders in AI, but also 

reflect on its dependencies and weaknesses which prevent it from achieving stra-

tegic autonomy.

Uncovering dependencies in AI by looking at intellectual property rights
If European firms were less innovative in AI than their foreign peers, this could re-

duce their global market shares, and further reduce the overall importance of the 

EU’s AI innovation ecosystem. A way to detect these dependencies is to consider 

intellectual property (IP) rights, required for the protection of inventions in AI. For ex-

ample, if fewer AI high-quality patents were filed by EU companies, this could result 

in strong dependencies of said companies from non-EU AI patent holders.

This might already be the case. For example, when considering the World Intellectual 

Property Organization’s (WIPO) data on Patent Cooperation Treaty (PCT) applications 

by top technical fields,10 companies from the US and Asia account for most patent 

applications in the categories of computer technology and digital communication. 
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According to the European Patent Office’s (EPO) recently published patent index, the 

same is true for European patent applications.11 Companies from the US and Asia 

are dominating European patent applications in computer and digital communica-

tion technologies, for which AI technologies are foundational. Thus, not only are pat-

ents a strong indicator for the innovative ability of firms, but also more generally for 

states and global regions. 

IP rights are a competence of sovereign states. This is based on the legal principle 

of territoriality. Consequently, states differ in their provisions on IP rights protection 

for software-based inventions. As a result, there might be a strong variation in the 

global distribution of AI patents. But when measuring AI innovation, it is not enough 

to measure the distribution of patents. The task is more complex. Apart from patents, 

other indicators important to tracing innovation in AI are trade secrets, and copyrights. 
European foreign policy makers must acquaint themselves with these instruments to 

understand how securing AI innovation is achieved in the private sector. But this is only 

the first step.

Innovation measured by the distribution of IP rights along AI’s core industrial inputs
The second step involves European foreign policy makers to understand what AI is. 

Above all, this paper focuses on inventions in machine learning (ML). Not only is ML 

the most dominant technique in the field of AI innovation when measured by tech-

nology disclosed in patents,12 patent families related to ML are also the most litigat-

ed ones.13 This indicates the significance of ML—both for academic research and for 

industry application. 

Additionally, it is crucial to understand what AI products and services are made 

from. This requires a breakdown of the technology into its core technology re-

sources. AI systems are built from distinct industrial inputs. AI’s central building 

blocks are algorithms, special purpose hardware, and data. Consequently, in AI, IP 

rights protect inventions along these core industrial inputs. Thus, an important in-

dicator for innovative capacity in AI is the distribution of IP rights along AI’s core 

industrial inputs. 

It is therefore important that European foreign policy makers know that private sec-

tor companies chose from different IP rights to protect their inventions in AI’s core 

industrial inputs, and that they have some knowledge about how different IP re-

gimes function and are applied in practice. This is essential to be able to evaluate 

the EU’s dependencies in AI. 

This paper describes different ways in which AI technologies can receive IP rights 

protection through trade secrets, patents, and copyrights by looking at AI’s essential 

technological resources algorithms, hardware, and data. In the case of AI hardware, 
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the analysis is restricted to patents. To identify and reduce current but also future de-

pendencies of the European Union on foreign AI technologies, the paper concludes by 

encouraging European foreign policy makers to monitor the AI innovation ecosystem 

as measured by the global distribution of IP rights along AI’s core industrial inputs. 
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2. Intellectual Property Rights Protection of 
Inventions in AI along its Core Industrial 
Inputs: Algorithms, Hardware, Data 

In software-based inventions, patenting is only one option among many to receive IP 

rights protection. Other important instruments are trade secrets, utility models, in-

dustrial designs, trademarks, and database rights—each offering different options 

of protection. For inventions in AI, trade secrets, patents, and copyrights are the IP 

rights in widest use. This is based upon the specific legal requirements that states 

assign to software-based inventions—in which they can differ—, the specific fea-

tures of AI technologies, and the motivation of companies that seek protection of 

their inventions.

This paper focuses on instruments of IP rights protection in the EU and the US. Not 

only is the US home to influential multinational technology companies (and univer-

sities) responsible for breakthrough innovations in AI, but these companies are also 

heavily invested into providing AI services to their customers in the EU. This is only 

possible because they have access to the key industrial inputs of AI and skillfully in-

tegrate them into their hyperscale cloud platforms. These services range from pro-

viding customized AI software-as-a-service to end-to-end cloud solutions that com-

bine many different elements, of which data hosting and cloud computing are only the 

best-known examples. Second, there are important differences between the US and 

the EU in terms of their intellectual property frameworks that enable AI innovation, 

which makes it worthwhile to examine the key aspects in which they differ. 

The focus here is on innovation in AI technologies which is to this day predominant-

ly occurring at the levels of algorithms, the ways in which the model (i.e., a neu-

ral network) processes data during training (training data) and inference (live data), 

and how special purpose hardware provides the compute required to process very 

large data sets. This is where innovation in AI can be traced to. And IP rights cater to 

these different layers that make up AI, more specifically, that make up advanced ML 

technologies. 

2.1. Algorithms

The first place of interest with regards to IP rights protection of AI technologies lies 

with the algorithmic level. Can inventions at the algorithmic, or software level, re-

ceive IP rights protection? 
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2.1.1. Trade Secrets Applied to AI Algorithms

Following the definition of the WIPO, trade secrets are “IP rights on confidential in-

formation which may be sold or licensed14”. 

The information needs to meet three conditions to qualify as a trade secret: 

• it must be of commercial value because the information is secret, 

• only a limited group of people know about the information, 

• the rights owner must have taken reasonable effort to keep the information se-

cret, for instance by holding employees and third parties accountable by using 

confidentiality agreements and similar procedures.15 

 

If the information that is protected by the trade secret is acquired without authori-

zation, used, or otherwise disclosed, this constitutes a violation thereof.16

Trade secrets provide an effective way to shield innovation in AI, that the company 

deems important, from outside competition. Because they are so tightly related to 

abstract thoughts and mathematical concepts, AI inventions at the algorithmic level 

can be of tremendous commercial value if they, for example, improve prediction lev-

els of the model over the ones used by the competition. Consequently, AI inventions 

at the algorithmic level can be appropriately protected through trade secrets. 

As ML technologies are multilayered in the sense that they involve engineering, data 

science and data analytics skills, especially with regards to preparing training and 

re-training processes, trade secrets apply mostly to algorithms and data handling.17 

Trade secrets are ensured through contractual and/or statutory law obligations and 

enforced by contractual penalties, and other subcomponents such as access provi-

sions to the ML-model, or password protection. In some jurisdictions, e. g. Germany, 

trade secrets are protected by criminal law as well. It involves a plethora of different 

adjustments that may require detailed legal counseling. On the upside, the protec-

tion of the AI software-based application theoretically lasts “forever” rather than 

“only” 20 years as it is the case with patents (counted by the filing date). 

But there are also important downside costs, apart from legal fees. Nothing pre-

vents competitors from independently inventing similar technologies as the ones a 

firm has protected under trade secrets.18 The competitor might even decide to file a 

patent application to receive patent protection for the AI software-based applica-

tion it considers to be of its own creation. Secondly, no matter how high the hurdles 

are for keeping trade secrets, the information on the invention might eventually leak 

out and therefore loose its secrecy character.19 Thirdly, trade secrets might act as a 
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strong disincentive to attract top-tier AI talent to the firm, especially top research-

ers from academia that have a strong incentive to publish their work.20 

Lastly, viewed from an AI ethics perspective on the trustworthiness or explainability 

of AI systems, AI models that are kept trade secrets but have real-world applications 

can correspond to proprietary black box models. While a published patent provides 

insight into the functioning of the AI system and therefore only leaves open the pos-

sibility of being a black box due the technical complexity of the model, the set-up of 

AI models that are protected by trade secrets cannot even be assessed, much less 

understood. So, in the worst case, AI models protected by trade secrets can involve a 

double black box: non-disclosure and complexity. While IP rights are supposed to in-

crease social well-being, trade secrets, on the contrary, can significantly restrict it.21 

2.1.2. Patentability of AI Algorithms 

IP rights are granted by states to reward the innovative capability of the inventor. In 

the case of a patent, a state awards the inventor with the exclusive right to exclude 

others (for the duration of 20 years) from using the invention without the inventor’s 

authorization, in exchange for the detailed description of the invention. On the one 

hand, this bargain guarantees effective rights protection to the inventor within the 

country’s legal system. On the other hand, it is raising the state’s overall level of in-

novation through providing others the possibility to access the invention by way of 

paying licensing fees to the inventor. 

Another advantage of pursuing patents for inventions in AI, is it is indicative of a 

firm’s innovative potential. Because AI talent is scarce, and top talent seeks to pub-

lish their work in journals or at conferences, formal patent application formats pro-

vide an elegant way for companies to incentivize their AI research engineers to show 

their work to their community. Patent applications are indeed an important publica-

tion channel. 

To determine the world’s leading regions in the field of AI, it is useful to consider 

patent filings at intellectual property offices (IPOs). However, caution is advised 

here. The quantity of patents filed does not say anything about the quality of the 

technology on which the patent is based.22 When patent applications for AI tech-

nologies of European companies are compared with those of American and Chinese 

ones, they are significantly below their numbers.23 Because the United States Patent 

and Trademark Office (USPTO) accounts for most filings, a regional bias in terms 

of disproportionate filing may occur.24 Therefore, it is useful to consider additional 

indicators that can infer regional strength: IP-strong companies, acquisitions of AI 

companies, IP-strong universities, universities leading in AI publications, and R&D 
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spending related to AI.25 In summary, the US and China hold strong to dominant posi-

tions in all the above mentioned categories, while the EU mostly ranks behind these 

countries.26 

China is increasing its share in AI innovation 
Startling, Chinese AI innovation seems to have overtaken the US in the recent years 

when measured in patent filings for ML27. This can be derived from the number of 

patents filed at key patent offices, with the National Intellectual Property Adminis-

tration of the People’s Republic of China (CNIPA) having more than doubled its share 

of world-wide patent applications from 19.6% in 2010 to 45.7% in 2020; with resi-

dent Chinese companies accounting for the highest share of patent applications.28

Not surprisingly, when measured by their share of patented AI technologies at 

the CNIPA29, Chinese companies are leading the ranking. However, as mentioned 

before, the number of patent applications is not indicative of the quality of the 

underlying technology. Secondly, by far the greatest share of patent applications 

are filed by and granted to Chinese companies by the CNIPA.30 Therefore, both in-

dicators are heavily skewed towards Chinese companies and might be indicative 

only for the innovative potential of Chinese companies that are focused on the 

domestic Chinese market. In contrast to the CNIPA, both the USPTO and EPO re-

ceive higher shares of patent filings from and equally grant more patents to inter-

national companies than the CNIPA. Hence, their statistics are more indicative of 

transformative AI capabilities manifested in patents that allow for the penetration 

of global markets. And certainly, patent applications are not the sole meaningful 

measurement to determine innovative capacity—patents granted, patent appli-

cations per GDP, and patent quality assessments, among other, are also important 

indicators to consider.

How AI algorithms can receive patent protection
ML-algorithms are based on mathematical rules articulated in software code. In 

the same way as mere discoveries, scientific theories, or computer programs, mere 

mathematical models are generally not a patentable subject matter. Nonetheless, 

in many jurisdictions, AI inventions at the algorithmic or software level can receive 

patent protection.  

AI is dependent upon the underlying software code base.31 Software-based ap-

plications are generally patentable. But, as mentioned before, patentability is de-

pendent upon the jurisdiction and patent office of the target country (territoriality). 

Depending on the jurisdiction and IPO in question, AI software-based applications 

can receive patent protection, as well as AI software-based applications that im-

prove compute-operations in AI hardware. Large agreement between different 

national jurisdictions and IPOs is attributed to three distinct properties that AI 
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software-based applications must demonstrate to be considered for patent pro-

tection (see for example Art. 52 (1) European Patent Convention – EPC): novelty, 
inventive step, (susceptibility of) industrial application.32 

Disagreement between important IPOs and therefore room for interpretation re-

garding the patentability of inventions in AI remain whether specific features of AI 

software-based applications can be considered a patentable subject matter33. 

Patentability of inventions at the algorithmic level in the EU
For the EPO, the distinctive feature is whether the software-based applications con-

tribute to the technical character of the invention (technicality) (see Art. 52 (1) EPC: 

“in all fields of technology”). If the claimed invention is based on a mathematical 

method, the EPO raises the bar for granting patent protection. It is then examined 

whether the mathematical method contributes to the technical character of the in-

vention (eligibility hurdle).34 There are two situations where the mathematical meth-

od can contribute to producing a technical effect that serves a technical purpose 

in the context of the invention (patentability hurdle), thus providing the necessary 

inventive step:35

1. by its application to a field of technology [technical application] and/or 

2. by being adapted to a specific technical implementation36. 

 

In both cases, the claimed subject matter must contribute a technical solution to a 
technical problem (technicality).37 

In the case of the technical application, the claimed mathematical method must be 

functionally limited to a specific technical purpose38. This is assured if “the math-

ematical method is causally linked to a technical effect”.39 The EPO ”Guidelines for 

Examination” (“EPO Guidelines”), which specify the EPC, list the following examples 

where the mathematical purpose serves the technical purpose: 

• controlling a specific technical system or process, e.g., an X-ray apparatus 

• speech recognition, e.g., mapping a speech input to a text output

• providing a genotype estimate based on an analysis of DNA samples 

• providing a medical diagnosis by an automated system processing physiological 

measurements.40 

 

Another interesting example is a patent that was granted to Google DeepMind by the 

EPO solely after technicality was proven by the applicant in the patenting process: 

Illustrating the close interconnection between the algorithmic level and the spe-

cific technical application, the claimed mathematical method is here functionally 
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limited to a specific technical purpose. The patent claims a reinforcement learning 

technique that is tied to a specific robotics application.41 

The technical implementation claim is even more relevant for patent protection of 

inventions in AI hardware and will therefore be described in detail in the next chapter.  

Patentability of inventions at the algorithmic level in the US
In the US, the patentable subject matter needs to be significantly more than just an 

abstract idea (Alice Corp. vs. CLS Bank International42). Whether software-based AI 

inventions are indeed a patentable subject matter, is determined by patent examin-

ers but ultimately by US courts in a steadily evolving body of case law. To determine 

whether software-based inventions qualify as an eligible subject matter for patent 

protection, patent examiners (and courts) rely on a two-step procedure, referred to 

as the Alice/Mayo test43 (for details, see Annex 2). 

 

Please see Annex 2 for a detailed account on the differences between the EU 

and the US on the patentability of AI inventions at the algorithmic level. 

 
Core differences between the EU and the US on the patentability of software-based 
AI inventions
The EPO does not consider AI a technology sufficient to be a patentable subject mat-

ter. The EPO Guidelines of the EPO require patent applications for inventions in AI to 

meet the technicality criterion. This constitutes a very high hurdle for inventions in 

AI that claim solutions outside of a specific technical context, i.e., linked to a tech-

nical apparatus. Consequently, inventions that limit their claims to so called core AI 
are unlikely to receive patent protection in the EU. In contrast, the U.S. patent sys-

tem is more flexible with regards to granting patent protection for core AI. 

Here it can be observed that the U.S. patent system leaves more room for maneuver 

than the European one. The EPO outright excludes the patentability of stand-alone 

ML algorithms. In contrast, in the US, AI software-based inventions can receive pat-

ent protection if the patent application claims to recite significantly more than an 
abstract idea. Given the dynamic nature of U.S. case law, additional precedent on 

the question when a software-based (AI) application amounts to significantly more 

than an abstract idea will further complement the status quo in the future. 

Patent claims for ML techniques 
To add another important difference between the two jurisdictions, there are certain 

examples of patents filed in the US that illustrate that companies like Google have 

successfully filed patent applications that attempt to protect central ML techniques. 
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Prominent examples are the deep learning techniques: DQN, Batch Normalization, 

and Dropout44. The Dropout technique, for example, assures the model’s capability 

to generalize.45 This was met with strong criticism, especially from the open source 

and ML developer community.46 

But in this example, there is, again, a geoeconomic dimension involved. If innova-

tions that target ML techniques can be obtained with U.S. patents, this could pro-

vide another decisive locational advantage to the U.S. innovation ecosystem. While 

every startup around the world applies the Dropout technique to their ML models, 

it is up to Google to enforce it (and make the global AI industry pay licensing fees). 

Although Google might never enforce its patent on Dropout or similar foundational 

deep learning techniques in its patent portfolio—the mere possibility thereof has 

certainly disquieted the international AI developer community47. For details on the 

patentability of ML techniques, see also annex 2. 

If innovations at the algorithmic level—core AI—are easier to be obtained with U.S. 

patents, this could provide a locational advantage to the U.S. innovation ecosystem. 

Consequently, the USPTO will account for more (granted) patent applications aimed 

at the protection of inventions in AI algorithms or core ML techniques than its Eu-

ropean counterpart, the EPO. This subtle legal difference might constitute a strong 

advantage to U.S.-based companies and research entities invested in the advance-

ment of core algorithmic advances in ML. 

Countries differ in their treatment of inventions in AI
While Japan determines AI software patentability similarly to the US, China’s ap-

proach is similar to the EU’s technicality, in requiring the software-based AI applica-

tion to providing a technical solution for a technical problem. Furthermore, in the EU, 

ML and other AI subfields are considered mere abstract mathematical models and 

not fields of technology.48 This interpretation is particular to the EPO and not shared 

by other patent offices, for instance the USPTO and the Japan Patent Office (JPO) 

and might thus change in the future.

These differing interpretations among key national IPOs constitute important 

thresholds that determine the patentability of the AI invention in question. Inventors 

of AI applications must be aware of these distinguishing features, that national IPOs 

apply to determine the patentability of AI software-based inventions. Countries dif-

fer in their treatment of inventions in AI. This becomes especially obvious in the case 

of patent applications that claim software-based AI inventions at the algorithmic 

level, in which the EPO and USPTO differ from each other. 
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2.1.3. Copyrights Applied to AI Algorithms

Various types of works fall within the realm of copyright protection. Related to AI, 

computer programs, and databases are of interest, but so are artistic works such 

as photographs, films, and musical compositions.49 When viewing copyrights in the 

light of AI algorithms, it must be noted that copyright protection is limited to so 

called expressions.50 Hence, mere ideas, as well as mathematical and technical con-

cepts lie outside the scope of copyright protection.51 Copyrights award the author of 

the expression with economic and moral rights.52 Whereas economic rights are the 

basis to claim a financial compensation when others use the author’s work, moral 

rights go beyond the mere commercial interest of the author. They seek to protect 

the author’s personality which is expressed in the work.53 

Patenting inventions at the algorithmic level of AI technologies can be challenging 

or impossible. Therefore, copyrights might be an option to protect at least aspects of 

the AI software, for instance its source code.54 Moreover, the copyright protection of 

the source code does also last longer than mere patent protection (in many states, 

such as Germany, 70 years following the decease of the author, vs. 20 years). Thus, 

aspects of the software under copyrights award the author with the possibility to 

control the source code longer than it would be possible by relying on a patent.55 Al-

though the Berne Convention for the Protection of Literary and Artistic Works holds 

that copyright protection is automatically obtained without the need for registra-

tion,56 registering the works at copyright registers can be helpful for example to pre-

vent disputes and to facilitate remuneration or the management of rights.57 

The most important copyright registers for the AI industry are the copyright regis-

ters at the U.S. Copyright Office58 and at the Copyright Protection Center of China 

(CPCC)59. Although often lamented by policy makers, academics, representatives 

from industry, and the legal professions, the EU has no copyright register to call its 

own.60 Especially the reliance of European companies on the U.S. copyright register 

for software-code might constitute a dependency of strategic relevance if it were to 

allow an U.S. administration to use the copyright register to exert pressure on the EU 

in matters of foreign economic and trade policies. 

Similar muscles were flexed towards trade partners, when the U.S. Department of 

Commerce explored ways of listing features of AI technologies of great relevance 

for the international AI ecosystem (components of AI put so general as “neural net-

works and deep learning”, or “AI chipsets” 61) on the export control list under the 

Trump Administration. Although these attempts were connected to the U.S. entity 

list and were rather steered towards Chinese (state)companies that might have 

posed threats to the national security of the US and were suspected to be part of 

the technological ecosystem that supplied Chinese state surveillance capabilities,62 
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these instruments (export control, foreign direct investment screening, visa control) 

could, theoretically, also be targeted at other states and economic regions, including 

the EU. 

However, geopolitical disputes set aside, if patent protection of software-based AI 

applications should not be possible because the claim is not subject-matter eligible 

for patent protection, it can still be possible to pursue copyright protection for cer-

tain aspects of it—namely its source code.63 

2.2. Hardware

Current day ML capabilities would not have been possible without the application 

of special purpose hardware to both training64 and inference65 of ML models.66 De-

spite all skepticism towards deep learning that is probabilistic and by no way es-

tablishing causal understanding,67 its practical application to many sectors of the 

economy has not even peaked yet. The technology is still scaling. So much to the 

point that multinational tech platforms from the US and China have engaged in a 

fierce competition to increase their hardware infrastructure and hardware design 

capabilities.68 This is necessary to further grow their already compute-heavy deep 

learning capabilities.

MetaAI has only recently announced that its AI Research SuperCluster Phase 1 will 

be using 6080 units of Nvidia’s A100 GPUs (with a manufacturer’s suggested re-

tail price (MSRP) of 30,568.00 US dollars each69).70 The company doubled down on 

this announcement by adding that it would increase this number to 16,000 GPUs 

throughout 2022.71 A quick calculation—without including volume discount, materi-

al, or staff costs—puts a stunning price tag of roughly half a billion US dollars to the 

GPU’s that will power MetaAI’s hardware super cluster. 

Skeptics can only hope that deep learning will indeed succumb to the problem of 

causal understanding. Otherwise, should it scale-up nonetheless, it will be tremen-

dously challenging financially for competitors of tech multinationals to compete 

with their hardware infrastructures that are responsible for advancing the boundar-

ies of ML. Thus, specialized AI hardware constitutes a very important AI resource72 

that will likely be a key determinator of the EU’s strategic dependencies in AI to-

wards US tech multinational companies. Now, with increased competition among 

companies that consider AI capabilities at the very core of their business models73, 

market entry barriers for compute seem to have been raised once again. 
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Increasing the available compute allows the model to learn from more data. This will 

result in overall better performance of the model—without changing a single line of 

code. Because of the lesser importance of trade secrets and copyrights for the pro-

tection of inventions in AI hardware, and because of the importance of big compute 

for the overall progress and application of deep learning, this chapter describes the 

possibilities that are at the disposal of patent specialists to secure patent protec-

tion for inventions in AI hardware. In doing so, this chapter deviates from the general 

structure this paper applies to analyzing AI’s core industrial inputs along the differ-

ent available IP rights. Thus, the focus of this chapter not only shifts to patents, but 

it also shifts to the significance of the industrial input itself. Because the availability 

of compute, as a basic infrastructure, is a decisive feature of highly competitive AI 

ecosystems. 

2.2.1. Patentability of Special Purpose AI Hardware 

Algorithmic inventions that improve hardware operation can be claimed from either 

the software side (process claim), or the hardware side (product claim).74

Patent protection of AI hardware in the EU—technical implementation
In the EU, the patentability of a mathematical method is also possible—independent-

ly of any technical application—when the claim “is directed to a specific technical 
implementation”. In this case, the algorithm design must “(…) be motivated by tech-

nical considerations of the internal functioning of the computer”. The technical con-

siderations “must go beyond merely finding a computer algorithm to carry out some 

procedure”75. This must go beyond mere programming. In its decision T 0697/17, the 

EPO’s Boards of Appeal lists examples that refer to such circumstances: 

• a compression algorithm used for the purpose of reducing the amount of data to 

be stored or transmitted76

• a RAM-based hash table of fingerprints of stored URLs, in the context of web 

crawling77

• search indexes used to provide access to stored data.78 

 

The technical implementation requirement provides a high hurdle to mathematical 

methods where the algorithm design is not specifically directed at the adaption to 

special purpose hardware. In the EU, it might thus be difficult to claim a technical 

implementation of a mathematical method to anything other than special purpose 

AI hardware. 
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Patent protection of AI hardware in the US
In the US, inventions at the algorithmic level have been found eligible subject mat-

ters when: 1) the software-based application improves computer operation (Enfish, 

LLC v. Microsoft, Inc.79); 2) if the software invention causes improvements to the 
functioning of a computer (DDR Holdings v. Hotels.com).80 This applies to special 

purpose hardware specifically, so called “accelerators”, essential for training neu-

ral networks and for inference from live-data. In their article “Patent Protection on 

AI Inventions”, Weiguo Chen and Yunlai Zha81 provide concrete examples for this AI 

patent category: 

• “specially designed hardware to improve training efficiency by working with GPU/

TPU/NPU/xPU82 (e.g., by reducing data migrations among different components/

units) 

• memory layout changes to improve the computational efficiency of comput-

ing-intensive steps

• arrangement of processing units for easy data sharing

• and efficient parallel training (by segmenting tensors to evenly distribute work-

loads to processors) 

• an architecture that fully exploits the sparsity of tensors to improve computation 

efficiency”. 

 

The EPO and the USPTO come to similar results concerning the protection of AI 

inventions that enable special purpose AI hardware. Either through requiring the 

claimed mathematical method being directed to a specific technical implementa-

tion to cause a technical effect that serves a specific technical purpose (EU), or by 

requiring the software-based invention to improve computer operation, or else to 

cause improvements to the functioning of a computer (US). Hence, patenting special 

purpose AI hardware is more straightforward in the EU and in the US than patenting 

software-based AI innovations at the algorithmic level. 

More important than the question on securing inventions in AI hardware, is the 

capability of states to ensure that their nascent AI ecosystems are equipped with 

compute infrastructures that ensure their industries (and academic institutions) to 

train very large ML-models, which in turn requires access to data and big compute 

for processing these data, especially during the compute-heavy training phase. 

Because tech multinationals pursue business cases that bank on AI—for instance 

search, ad tech, social media, cloud computing, or ML-as-a-service—they have a 

strong incentive to prevent compute from being a bottleneck for their ability to in-

novate and to providing services on their respective cloud platforms. This explains, 

in part at least, why many of the largest hyperscale cloud providers, for instance Am-

azon Web Services, Microsoft Azure, Google Cloud Platform, have engaged (for vary-

ing reasons—i.e., reducing dependencies on Nvidia, lowering energy consumption, 
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being more application specific) in designing their own special purpose AI hardware 

that power their compute clusters and enable their end-user products. 

MetaAI’s compute cluster is exemplary for the costs required to equip AI research-

ers with the compute required to push the boundaries of the discipline. Only re-

cently, different German academic research universities have rung the alarm bell 

on the fact that even their most excellent departments were struggling to ensuring 

the amount of compute necessary to engage in cutting-edge ML research. Training 

models the size of GPT-3 is currently out of reach for European academic research 

centers.83 Thus, dependencies on U.S. hyperscale cloud providers are a reality for 

European universities and the EU’s nascent AI industry. Although the compute is 

available on U.S. cloud platforms, payable by the hour, this nonetheless constitutes 

an increasingly important dependency that requires mitigation. It comes to no sur-

prise that the LEAM initiative (Large European AI Models) calls for the provision of 

hyperscale infrastructures that enable European AI models to be trained on very 

large data sets.84 

2.3. Data 

The uptake of deep learning would not have been possible without very large quanti-

ties of data made available by the Internet. Increasingly, these data will be comple-

mented by connected goods additionally producing very large quantities of data. As 

an industrial input for ML technologies, data is essential. But the downside to deep 

learning is its hunger for huge quantities of training data which also helps to explain 

the requirement for big compute. Current ML models scale in performance (in terms 

of accuracy and utility) with every additional data point ingested.85 Apart from the 

quantity of data, other data traits important to consider are data quality, diversity, 

variance, and history of the data.86 

The importance of these data traits for the performance of ML models, has led ac-

ademic and applied AI researchers to come up with various methods to increase 

the quantity and overall quality of training data. These techniques are referred to 

as data augmentation. These data manipulating techniques (for instance in photo 

and video, adding or reducing noise, changing the contrast, adding another angle to 

the same picture, and many more87) prove clever ways to enhance the training data. 

Such pre-processing techniques can be in the realm of receiving patent protection.88 

But data—especially training data because it is industry and use case specific—

can also receive IP rights protection by other means than relying on patenting only. 

Important instruments are yet again: trade secrets and copyrights. Contrary to algo-

rithms, of which most are available to developers via open source, the availability of 
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data to train deep learning models constitutes a serious bottleneck, especially for 

startups that lack domain specific data that larger companies can consider their 

own. Although compute is made available as-a-service, data are considered crown 

jewels, unlikely to be shared with potential economic competitors. 

This chapter takes a closer look at the problems associated with proprietary data. 

Differences in the availability of data between different countries or economic re-

gions can very well determine the innovative capability of their nascent AI industries. 

Therefore, the differences in IP rights regimes concerning (training)data are a deci-

sive function of the overall innovative capabilities of AI ecosystems. 

2.3.1. Trade Secrets Applied to Data 

Trade secrets are an appropriate tool not only to protect an AI invention but also 

to protect the creative process that may lead to an invention which, once attained, 

can then also be protected by other IP rights able to claim exclusivity (patents or 

copyrights).89 In the context of data, some requirements of trade secrets are par-

ticularly challenging: secrecy and commercial value of the data. Once the data has 

been transferred, it might be possible for it to remain secret only if confidentiality 

clauses had been agreed upon by the entities involved in the transfer of the data. 

And because data under a trade secret is indeed secret, it is difficult to argue the 

commercial value of the individual data without putting it into the open.90 

Trade secrets are legally protected only if the information has been obtained illegiti-

mately91. For ML practitioners, that have access to data their firm considers valid for 

trade secret protection, once the dataset is published by whichever means, protec-

tion under trade secrets can no longer be claimed.92 Similarly, sharing datasets with 

third parties, for instance for data analysis or feature engineering, should always 

include a prior assessment whether the respective data sets comprise information 

protected by trade secrets. 

Hence, trade secrets are a way of protecting (training) data, but this approach in-

volves some important caveats to be aware of. Other, more exclusive rights, namely 

patents and copyrights, therefore, may be more appropriate to protecting (training) 

data. 

2.3.2. Patentability of Practices Applied to Processing Data 

Where data is concerned as an industrial input to AI systems, patent protection 

might be an option if the way in which the data is prepared (pre-processing) or 
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otherwise manipulated once the model has produced an output (post processing) 

represents a novel approach.93

ML practitioners work in teams that include data scientists, data engineers, and 

software coders. While ML researchers program ML architectures in deep learning 

software frameworks, they also consider the specific data set that will be used for 

training and choose the appropriate model and classifier. Data scientists design pre-

diction models and data-engineers help with the architecture to reach the projected 

prediction levels. Software coders finally help to code the final software application. 

This pyramid structure,94 with few ML specialists at the top, data scientists and da-

ta-engineers in the middle, and many more software coders at the base, is the sig-

nature workforce structure of advanced tech clusters that develop AI. 

Now, ML researchers, data scientists, and data-engineers often go great lengths to 

prepare the data in a way that optimally serves the model to produce accurate re-

sults.95 And these manifold approaches of normalizing, transforming or otherwise 

preparing the input data so that it is “more easily approachable” by the model96, 

might themselves represent viable methods to claim patent protection.97 

Similarly, but at a different step of the way, processes by which the model’s raw out-

put data can be altered may also be worth of laying a claim to a patent (post-pro-

cessing). There are numerous reasons for why it is worth to alter the output data, for 

instance, when trying to explain why the model has come to produce the output it 

has produced.98 

Hence, if the practices by which ML practitioners engineer the data throughout the 

ML process99 may provide something additional to prior art, these techniques may 

be worth of claiming patent protection. 

2.3.3. Copyright Protection of Data 

In ML, the model learns from data it is exposed to during training. For example, in 

image recognition, during training, the model (i.e., a convolutional neural network) 

is exposed to many example data (i.e., pictures of cyclists) as well as target data 

(pictures of cyclists specifically labeled as such; supervised learning). After having 

been exposed to many example data, the model discovers stochastic patterns in the 

data that allows it to map pictures of cyclists according to the specified category—

with high levels of confidence.100 When the model is confronted with new data, it can 

now apply these rules and accurately classify cyclists.101 The model can assess the 

probability that the new data points fit the learned pattern (inference)—and thus 

generalize to new data. 
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But patterns only emerge after the model has consumed massive quantities of train-

ing data.102 This is often portrayed as one of the major pitfalls of deep learning.103 For 

example, OpenAI’s third generation natural language processing (NLP) model, GPT-3, 

was trained on unstructured data (unsupervised learning104), among other,105 on “45 

TB [terabyte] of compressed plaintext before filtering and 570GB [gigabyte] after fil-

tering (…)” gathered from “41 shards of monthly CommonCrawl” that were created 

between 2016 to 2019.106 The Common Crawl corpus contains “raw web page data, 

metadata extracts and text extracts” that was collected over 12 years of crawling 

the Internet.107 The Common Crawl database is in essence an indexing of the Inter-

net. Thus, the Common Crawl dataset is one of the most important resources used 

as input to train NLP models.108 

Three problems can be derived from deep learning’s huge appetite for data: First, very 

large ML models can only be trained on gigantic amounts of training data.109 There-

fore, data access provides a first bottleneck.110 The second problem is concerned 

with data-engineering and involves the compute pipeline: how can it be assured 

that there is enough compute that allows for training the model? This represents 

another bottleneck and increasingly also a market-entry barrier worth exploring in 

more detail, although it lies outside the scope of this paper. Thirdly, individual data 

collected in the corpora can be subject to copyrights. Hence, the question whether 

it is permitted to train ML models on copyrighted data111 (data usage) is causing tre-

mendous legal uncertainty to the AI industry. 

Data Access
The prerequisite to train ML models is data. Simplified, data is either proprietary and 

not accessible or in the public domain and accessible (although individual works 

within the corpora may be protected by copyrights). Additionally, there is special law 

for personal data and privacy, for instance the EU’s General Data Protection Regula-

tion that provides special provisions to the processing of personal data.112 Where can 

large datasets be retrieved to train ML models?

Apart from proprietary data, data in the public domain is an important resource for 

training ML models, especially in NLP. Automated web crawlers used to create corpora 

such as Common Crawl or such as WebText (emphasizing document quality113) essen-

tially extract text from URLs through text and data mining114 (TDM) techniques. Web 

crawlers are accessing websites’ robots.txt files, a machine-readable file format, that 

includes relevant information on sections of the web domain which can or cannot be 

accessed by such bots115. Data retrieved by TDM techniques are copied and stored in 

databases that can then be pre-processed and used for training ML models. 

But individual works contained in such datasets can be protected by copyrights. 

This can pose serious problems to AI developers and might even provide a loca-
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tional disadvantage towards AI ecosystems less rigid on allowing copyrighted data 

to being used for training ML models. 

 

Please see Annex 3 for a detailed account on the differences between the EU 

and the US regarding text and data mining of copyrighted data and its appli-

cation to training ML-models. 

 
Data Usage
Can copyrighted data be used as an input for training ML models, without prior per-

mission of the copyright owner? To achieve a better understanding of the issues re-

lated to this question (legal uncertainty, compliance costs, barriers to innovation, 

and many more), it is necessary to consider the respective legal provisions in the EU 

and the US on the usage of copyrighted works—resulting from TDM—for the train-

ing of ML models. 

Data Usage in the EU—the Directive on Copyright in the Digital Single Market (EU) 

2019/790

To assess the situation in the EU, it is important to consider the Directive on Copy-

right in the Digital Single Market (DSM Directive) because it introduces exceptions 

for research organizations116 to employ TDM techniques117 “for the purpose of scien-

tific research”, Article 3 (1) DSM Directive.118 

Commercial entities and the application of TDM techniques 
Article 4 (1) DSM Directive gives Member States the option to allow TDM techniques 

for any other user than just research organizations.119 Which, in principle, would al-

low commercial entities to employ TDM techniques on copyrighted data. However, 

it is important to note that Article 4 (3) DSM Directive contains an opt-out provi-
sion that allows rights-owners to exclude commercial entities from TDM of their 

copyrighted works.120 The only prerequisite is that rights owners have “expressly 

reserved their rights in an appropriate manner”. The article goes on to specify that 

“machine-readable means” represent such an “appropriate manner”. 

Hence, copyright owners in the EU can very easily exclude commercial entities from 

TDM of their copyrighted works, for example by making use of machine-readable ro-

bots.txt files that define which parts of the domain can and cannot be accessed by 

bots. As a result, Article 4 (3) DSM Directive perpetuates the legal position of copy-

right owners that exclusively commercialize TDM of their works, especially large 

print, and other media publishers121. 

https://www.stiftung-nv.de/en


Policy Brief
May 2022
Analyzing Global AI Dependencies through IP Rights

26

The DSM Directive has enabled academic research institutions to employ TDM tech-

niques, but the opt-out provision in Article 4 (3) will effectively shut-out commercial 

application of TDM on copyrighted data by private companies, including AI compa-

nies. Although the opt-out provision may be aimed at tech multinationals to prevent 

them from further harvesting data and adding them to their already enormous data 

bases stemming from their consumer facing business models, this provision may 

cause collateral damage to the nascent European AI startup ecosystem that is ef-

fectively prohibited by the opt-out provision from web scraping copyrighted works 

and from using these data to train their proprietary ML models. This could constitute 

another tidal wave for the European AI industry in addition to the inability to train 

very large models (lack of data and lack of compute) already impeding European AI 

innovation capabilities in deep learning. 

Data Usage in the US—the legal doctrine of fair use

In the US, the baseline situation is the same as in the EU: whether commercial enti-

ties can train ML models on copyrighted works, is an open and contested question.

In the US, there is legal uncertainty as to whether commercial entities are indeed 

entitled to copy expressive works through TDM and whether they can then proceed 

by using the copied data for training ML models (without remunerating the rights 

owner). In a legal system that relies on case law, this situation is further convoluted 

in the absence of judicial precedent. To this date, no US court has yet tested digiti-

zation through web crawling and TDM for purposes of ML training, or the training of 

ML models with “already-digitized works”.122 

The exception to the reproduction right of copyright owners—fair use
To decide whether this would infringe copyright, US courts will need to determine 

whether a most important limitation on the exclusive right of copyright owners,123 

known as fair use, is applicable or not. “Fair use is a legal doctrine that promotes 

freedom of expression by permitting the unlicensed use of copyright-protected 

works in certain circumstances.”124 It requires courts to weigh four explicit statutory 

factors, specified in section 107 of the Copyright Act, 17 U.S.C. § 107.125 

In the US, the issue of training AI systems on copyrighted works was stated in a USPTO 

issued request for comments (RFC) on the patentability of AI inventions.126 In its re-

port, that analyzed a multitude of differing comments to its RFC, the USPTO first es-

tablishes the ground truth: “Copying substantial portions of expressive (copyrighted) 

works, even for non-expressive purposes implicates the reproduction right and, absent 

an applicable exception, is an act of copyright infringement”.127 But TDM might be a 

scenario “eligible for an exception to the reproduction right [of copyright owners]”.128
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Participants contributing to the RFC largely opposed each other in their state-

ments—depending on their status regarding copyright ownership129. Both fractions 

based their reasoning on hypothetically applicable legal precedent from well-known 

court cases such as Authors Guild Inc. v. Google, Inc. (“Google Books” case) where 

the digital scanning of “tens of millions of books” without explicit permission of the 

authors’ constituted non-infringing fair use. 

Employing TDM for training purposes requires making copies of expressive 

works.130 It is therefore understandable that publishers argue against additional 

data harvesting of their copyrighted works, by tech multinationals as it is clearly 

expressed in the answer to the RFC by the NewsMedia Alliance131. On the other 

hand, in its answer to the RFC, OpenAI argues that the output of an NLP system 

might display similarities to the works in the corpus, but the ML models do not 

regenerate any individual work in the training corpus.132 Consequently, the usage 

for training purposes, the argument goes, would not negatively reduce the value 

of the copyrighted expression.133 

Ultimately, it is up to US courts to determine whether the fair use principle is ap-

plicable in the context of employing TDM of copyrighted data for training purpos-

es of ML models. But if US courts were to follow the same reasoning as in Google 

Books—and allow commercial entities to train their ML models on copyrighted data 

obtained by TDM—this could provide a strong locational advantage for U.S.-based 

(AI) companies over European based ones. 
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3. Conclusion
This paper provides European foreign policy makers with information on how to 

identify the EU’s strategic dependencies in AI. To do so, European foreign policy 

makers need a set of indicators that can measure possible dependencies. This pa-

per suggests exploring the distribution of IP rights along AI’s core industrial inputs. 

This leads to an understanding of the innovative capacity and competitiveness of AI 

companies, AI ecosystems and their locational (dis)advantages. 

Counting patent applications is not enough to achieve this goal. European foreign 

policy makers first need to equip themselves with an understanding of the IP rights 

relevant for protecting innovations in AI: these are trade secrets, patents, and copy-
rights. Secondly, it is important for European foreign policy makers to know that AI 

innovation occurs at three distinct industrial inputs: algorithms, hardware, and data. 

This is the starting point for a systematic mapping of the various options available to 

states to protect innovation in AI. This information can help European foreign policy 

makers to effectively reduce the EU’s strategic dependencies in AI. 

This paper has identified three main challenges concerning the IP rights protection 

of AI’s core industrial inputs: one of which stems from a difference in the possibili-

ties to receiving patent protection for inventions in AI algorithms, the second being 

associated with the treatment of training data under copyright protection, while the 

third challenge is directly manifested in the industrial input hardware as a central 

building block of AI. 

Inventions in algorithms determine AI’s developmental trajectories
Innovations in AI algorithms are fundamental to the development of ML. The pos-

sibilities to protect innovations in AI algorithms are internationally not the same: 

In comparison, the U.S. legal framework provides for more far-reaching protection 

possibilities of core AI than the European one, which additionally requires a techni-

cal application that is tied to the invention at the algorithmic level. Companies that 

develop AI algorithms might therefore more easily obtain patent protection in the 

US for their inventions in AI algorithms and benefit from the less rigid U.S. patent 

regime. In the long term, this could result in a locational disadvantage for the EU—

which in turn could lead to strategic dependencies regarding the future develop-

ment of ML technologies.   

Data fuels AI innovation 
Very large ML models of the type of GPT-3 require high volumes of training data. TDM 

is a commonly used method to accumulate training data. ML models may not be 

trained by companies with proprietary data in both the US and the EU. Exceptions 

to this are research institutions (DSM Directive). In the US, many (AI) companies are 
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pinning their hopes on the application of the fair use principle. If US courts were to 

apply this doctrine, the use of copyrighted data for training ML models would no lon-

ger be considered a breach of copyright. But no high court ruling has yet been issued 

in either the EU or the US on whether copyright-protected data can be exploited 

beyond its application for academic research.  

Startups on both sides of the Atlantic are therefore faced with legal uncertainty, 

which is also perceived as an obstacle to innovation. If the fair use principle were to 

apply to the exploitation of copyrighted data in the US, e.g., due to the transforma-

tive nature of AI applications, this would signify a locational advantage for compa-

nies based in the US. This would further aggravate the EU’s strategic dependencies.

All is lost without big compute
In the case of hardware, the problem does not lie in the different application of IP 

rights. Instead, it stems from the lack of a European hardware infrastructure in the 

form of hyperscale cloud platforms or supercomputing clusters. European AI com-

panies and increasingly also European cutting-edge research are therefore already 

dependent on foreign, in particular U.S., hyperscale cloud infrastructures. The cur-

rent discussion about the EU’s positioning in the global hardware supply chain 

should feed into efforts to increase the EU’s strategic capacity in this area.     

The analysis in this paper has revealed that the EU is under pressure from two sides: 

the first concerns the scope of its legal framework that allows for IP rights protec-

tion of inventions in AI, while the second concerns the dependencies of the EU’s 

nascent AI innovation ecosystem on the access to AI’s core industrial inputs. The 

exploration of different IP rights regimes along AI’s industrial inputs has shown that 

a systematic mapping of this field is a necessary step to identify the EU’s strategic 

dependencies and to build its strategic capacity in AI. Further research is required 

to provide European foreign policy makers with strategic tools to translate these 

insights into concrete tech foreign policy.  
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4. Annex 

4.1. Annex 1: Deep Dive the EU’s Concept of Open Strategic Autonomy 

Although not yet officially defined, the best approximation to the concept of open 

strategic autonomy can be found in the [European] Commission staff working doc-

ument strategic capacities and dependencies.134 It describes open strategic auton-

omy as: “the ability to shape the new system of global economic governance and 

develop mutually beneficial bilateral relations, while protecting the EU from unfair 

and abusive practices, including to diversify and solidify global supply chains.” This 

broad definition is further refined by introducing three valuable features: strategic 
capacity, dependencies, and strategic dependencies. 

While dependencies are described as: “reliance on a limited number of actors for 

the supply of goods, services, data, infrastructures, skills and technologies (…)”, they 

are not necessarily detrimental to the EU’s strategic autonomy. Contrary to strategic 
dependencies, described as being of: “critical importance to the EU and its Member 

States’ strategic interests such as security, safety, health and the green and digital 

transformation”. 

To reduce dependencies and more significantly, strategic ones, the staff working 

document evokes the built-up of strategic capacity within the EU. This is defined 

as: “a certain level of capabilities held within the EU allowing to produce, provide or 

rely on strategic goods, services, data, infrastructures, skills, industrial know-how 

and technologies”. 

4.2. Annex 2: Deep Dive Patentability of Inventions in AI Algorithms

According to the EPO Guidelines, an invention can be patented if it meets four distinct 

requirements described in Art. 52(1) EPC. The invention must belong to any field of 
technology, be susceptible of industrial application, new, and involve an inventive 
step. But an invention cannot be patented if it is a mere mathematical method, Art. 

52 (2)(a) EPC or when claimed as such, Art. 52 (3) EPC.135 The EPO Guidelines are very 

clear on the exclusion of algorithms as a patentable subject matter by arguing that: 

“Artificial intelligence and machine learning are based on computational models […]. 

Such computational models and algorithms are per se of an abstract mathematical 

nature, irrespective of whether they can be “trained” based on training data.” 
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Patent protection of software-based AI applications in the European Union 
For the EPO, the distinctive feature is whether the software-based applications con-

tribute to the technical character of the invention (technicality).

If the claimed invention is based on a mathematical method, the EPO raises the bar 

for granting patent protection. It is then examined whether the mathematical meth-

od contributes to the technical character of the invention (eligibility hurdle).136 There 

are two situations where the mathematical method can contribute to producing a 

technical effect that serves a technical purpose in the context of the invention (pat-

entability hurdle), thus providing the necessary inventive step:137

1. by its application to a field of technology [technical application] and/or 

2. by being adapted to a specific technical implementation138. 

 

In both cases, the claimed subject matter must contribute a technical solution to a 
technical problem (technicality).139 

Technical application

In the case of the technical application, the claimed mathematical method must 

be functionally limited to a specific technical purpose140. This is assured if “the 

mathematical method is causally linked to a technical effect”.141 The EPO Guidelines 

list the following examples where the mathematical purpose serves the technical 

purpose: 

• controlling a specific technical system or process, e.g., an X-ray apparatus 

• speech recognition, e.g., mapping a speech input to a text output

• providing a genotype estimate based on an analysis of DNA samples 

• providing a medical diagnosis by an automated system processing physiological 

measurements.142 

 

Another interesting example is a patent that was granted to Google DeepMind by the 

EPO solely after technicality was proven by the applicant in the patenting process: 

Illustrating the close interconnection between the algorithmic level and the specific 

technical application, the claimed mathematical method is here functionally limited 

to a specific technical purpose. The patent claims a reinforcement learning tech-

nique that is tied to a specific robotics application.143 

Technical implementation

The patentability of a mathematical method is also possible—independently 

of any technical application—when the claim “is directed to a specific techni-
cal implementation”. In this case, the algorithm design must “(…) be motivated 

by technical considerations of the internal functioning of the computer”. The 
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technical considerations “must go beyond merely finding a computer algorithm 

to carry out some procedure”144. This must go beyond mere programming. In its 

decision T 0697/17, the EPO’s Boards of Appeal lists examples that refer to such 

circumstances: 

• a compression algorithm used for the purpose of reducing the amount of data to 

be stored or transmitted145

• a RAM-based hash table of fingerprints of stored URLs, in the context of web 

crawling146

• search indexes used to provide access to stored data147. 

 

The technical implementation requirement provides a high hurdle to mathematical 

methods where the algorithm design is not specifically directed at the adaption to 

special purpose hardware. In the EU, it might thus be difficult to claim a technical 

implementation of a mathematical method to anything other than special purpose 

AI hardware. 

Patent protection software-based AI applications in the US 
In the US, patents are granted only, if the invention is new (35 USC 102), non-obvious 

in the light of prior art by a person of ordinary skill in the art (35 USC 103), and the 

invention must be a new and useful patentable subject matter (35 USC 101). Wheth-

er software-based inventions are indeed a patentable subject matter, is determined 

by patent examiners but ultimately by U.S. courts in a steadily evolving body of case 

law. 

A patent can be obtained for: “(…) any new and useful process, machine, manufac-
ture, or composition of matter, or any new and useful improvement thereof”, 35 USC 

101 (statutory categories).148 This is the case if it is self-evident from the application 

that the invention qualifies as eligible subject matter under 35 USC 101. If this is not 

the case, it is reviewed whether the claim can be amended to fall within a statutory 

category. 

To determine whether software-based inventions qualify as an eligible subject mat-

ter for patent protection, patent examiners (and courts) rely on a two-step proce-

dure, referred to as the Alice/Mayo test149. 

Step one determines whether the claim is directed to certain judicial exceptions 

from the statutory categories. These exceptions are a law of nature, a natural phe-
nomenon, or an abstract idea. If the claim is not directed to one of the three judicial 

exceptions, it—again—qualifies as eligible subject matter under 35 USC 101. This 

can apply to software inventions when the software-based application improves 

computer operation, as it was ruled by the Federal Circuit in Enfish, LLC v. Microsoft, 
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Inc.150. Hence, software methods are not always excluded categories of subject mat-

ter for patent protection.151 

If the claim is directed to one of the three judicial exceptions, the second step de-

termines whether the claim presents additional elements that amount to signifi-
cantly more than the judicial exception in question. Software based inventions can 

also fall in the category of abstract ideas. Such are mental processes, mathematical 

concepts, or methods of organizing human activity. Revisiting judicial precedent, il-

lustrates the categories that courts have determined for circumstances in which 

software inventions claimed an abstract idea but recited elements that amounted 

to significantly more than just an abstract idea (inventive concept). 

In DDR Holdings v. Hotels.com, the Federal Circuit held that the claimed software 

invention must provide improvements to the functioning of a computer152 if it is to 

qualify as significantly more than just an abstract idea.153 In BASCOM Global Inter-

net v. AT&T Mobility LLC., the Federal Circuit found a non-conventional and non-ge-

neric arrangement of various computer components for filtering Internet content to 

differ from the prior process confining the claim to a particular useful application,154 

qualifying the automated process as significantly more than just an abstract idea.

Patent claims for machine learning techniques 
There are certain examples of patents filed in the US that illustrate that companies 

like Google have filed patent applications that attempt to protect inventions at the 

algorithmic level. Thus, these companies must have succeeded in claiming an in-
ventive concept. Prominent examples are the deep learning techniques: DQN, Batch 

Normalization, and Dropout155. This was met with strong criticism, especially from 

the open source and machine learning developer community.156 But there is also a 

geoeconomic dimension involved. If innovations at the algorithmic level, often re-

ferred to as core AI, are easier to be obtained with US patents, this could provide a 

locational advantage to the US innovation ecosystem. 

How can it be assured that the patent claim for an invention on the algorithmic lev-

el recites to significantly more than just an abstract idea? Legal practice advises 

claimants to patent the string of phases that make-up the algorithm: “break down 

your software algorithm into a series of mathematical steps and procedures that 

mechanize a process (from the statutory categories listed in 35 USC 101), then the algo-

rithm shifts from abstract idea into the patentable process category”.157 

Google was granted a patent for the dropout algorithm (either by claiming it as a 

process, or by successfully claiming elements that represent an inventive concept). 

The dropout technique assures the model’s capability to generalize.158 Without it, the 

model would also learn from noise in the training data which would undermine its 

https://www.stiftung-nv.de/en


Policy Brief
May 2022
Analyzing Global AI Dependencies through IP Rights

34

performance on new data.159 This claim to a central deep learning technique led to 

eyebrow-raising among developers in the open-source and AI community.160 Another 

often cited example is the attempt of Amazon to patent their Alexa smart speaker 

algorithm. Its patent claim depicts the above-mentioned method of breaking down 

the algorithm into a string of procedures to receive patent protection for a soft-

ware-based AI algorithm.161 

While Google’s patent is directed at a central deep learning technique, Amazon’s 

patent lays claim to a procedure directly responsible for creating a revenue stream 

of the company. While both examples depict large multinational tech companies’ ac-

tivities in patenting AI software-based inventions, Google might never enforce its 

patent on dropout or similar foundational deep learning techniques in its patent 

portfolio—which is nevertheless raising strong suspicion among members of the 

developer community—,162 while the enforcement of Amazon’s patent specifical-

ly relating to its smart speaker Alexa (under trademark163) and providing a serious 

business case, seems more likely.

4.3. Annex 3: Deep Dive Training of ML Models on Copyrighted Data 

The following sections will focus only on related EU and U.S. law. 

4.3.1. The European Union—The Directive on Copyright in the Digital 
Single Market (EU) 2019/790

It is important to consider the Directive on Copyright in the Digital Single Market (DSM 

Directive) because it introduces exceptions for research organizations164 to employ 

TDM techniques165 “for the purpose of scientific research”, Article 3 (1) DSM Direc-

tive.166 Commercially funded research organizations or such that are skewed towards 

such entities, do not fall within the scope of this article.167 The exception to use TDM 

is further extended to academic research conducted in public-private partnerships, 

where “(…) private partners are carrying out [TDM], including by using their technolog-

ical tools.”, Recital 11 DSM Directive. 

Research organizations can employ text and data mining on copyrighted data 
This must be interpreted in the light of Article 3 which means that the commercial part-

ner should not be the beneficiary of the exception but the research organization in the 

partnership.168 Therefore, the DSM Directive does only allow research organizations 

(and cultural heritage institutions) to employ TDM techniques without prior consent of 

the copyright owners. Private sector companies therefore are not entitled to benefit 

from the exception provided by Article 3 DSM Directive to employ TDM techniques. 
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Commercial entities and the application of TDM techniques 
Article 4 (1) DSM Directive gives Member States the option to allow TDM tech-

niques for any other user than just research organizations.169 However, it is import-

ant to note that Article 4 (3) DSM Directive contains an opt-out provision that al-

lows rights-owners to exclude commercial entities from TDM of their copyrighted 

works.170 The only prerequisite is that rights owners have “expressly reserved their 

rights in an appropriate manner. The article goes on to specify that “machine-read-

able means” represent such an “appropriate manner”. Hence, copyright owners can 

very easily exclude commercial entities from TDM of their copyrighted works, for ex-

ample by making use of machine-readable robots.txt files that define which parts of 

the domain can and cannot be accessed by bots. 

As a result, Article 4 (3) DSM Directive perpetuates the legal position of copyright 

owners that exclusively commercialize TDM of their works, especially large print, 

and other media publishers171. 

The DSM Directive has enabled academic research institutions to employ TDM tech-

niques, but the opt-out provision in Article 4 (3) will effectively shut-out commercial 

application of TDM by private sector companies. Although the opt-out provision may 

be aimed at tech multinationals to prevent them from further harvesting data and 

adding them to their already enormous data bases stemming from their consumer 

facing business models, this provision may cause collateral damage to the nascent 

European AI startup ecosystem that is effectively prohibited by the opt-out provi-

sion from web scraping copyrighted works and from using these data to train their 

proprietary ML models. This could constitute another tidal wave for the European AI 

industry in addition to the inability to train very large models because of the lack of 

big compute infrastructures already impeding European AI innovation capabilities 

in deep learning. 

4.3.2. The United States—the Legal Doctrine of Fair Use

In the US, the issue of training AI systems on copyrighted works was stated in a 

USPTO issued request for comments (RFC) on the patentability of AI inventions.172 

Specifically, its third question was seeking comments on this exact problem.173 

The comments expressed a multitude of differing world views174—highly depen-

dent, of course, on whether the commentators themselves held any copyrights. 

Thus, the baseline situation in the US is comparable to the one in the EU: whether 

commercial entities can train ML models on copyrighted works is an open and 

contested question.
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In its report, that analyzed a multitude of differing comments to its RFC, the 

USPTO first establishes the ground truth: “Copying substantial portions of expres-

sive (copyrighted) works, even for non-expressive purposes implicates the repro-

duction right and, absent an applicable exception, is an act of copyright infringe-

ment”.175 But TDM might be a scenario “eligible for an exception to the reproduction 

right [of copyright owners]”.176

Hence, in the US, there is legal uncertainty as to whether commercial entities are 

indeed entitled to copy expressive works through TDM and whether they can then 

proceed by using the copied data for training ML models (without remunerating the 

rights owner). In a legal system that relies on case law, this situation is further con-

voluted in the absence of judicial precedent. To this date, no US court has yet tested 

digitization through web crawling and TDM for purposes of ML training, or the train-

ing of ML models with “already-digitized works”.177 

The exception to the reproduction right of copyright owners—fair use
To decide whether this would infringe copyright, US courts will need to determine 

whether a most important limitation on the exclusive right of copyright owners,178 

known as fair use, is applicable or not. “Fair use is a legal doctrine that promotes 

freedom of expression by permitting the unlicensed use of copyright-protected 

works in certain circumstances.”179 It requires courts to weigh four explicit statutory 

factors, specified in section 107 of the Copyright Act, 17 U.S.C. § 107.180 

Participants contributing to the RFC largely opposed each other in their state-

ments—depending on their status regarding copyright ownership181. Both fractions 

based their reasoning on hypothetically applicable legal precedent from well-known 

court cases such as Authors Guild, Inc. v. Google, Inc. (“Google Books” case) where 

the digital scanning of “tens of millions of books” without explicit permission of the 

authors’ constituted non-infringing fair use or Fox News Network, LLC v. TVEyes, Inc., 

where TVEyes used Fox’s copyrighted content was not considered fair use. 

It is important to differentiate between the different perspectives that argue in favor 

or against the application of the fair use principle. Commercial entities that have 

reached platform status will most likely have already gathered enormous amounts 

of data from their consumer facing business models that rely on the collection of 

user data. In the Case of Google, Google can additionally access its Google Books 

database for NLP purposes. It is therefore understandable that publishers argue 

against additional data harvesting of their copyrighted works, by tech multination-

als as it is clearly expressed in the answer to the RFC by the NewsMedia Alliance182. 
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Startups and their struggle for data 
Although in the case of AI innovation, tech multinationals are not the only compa-

nies involved and therefore interested in data access and data usage for training 

purposes. Startups are an important driver of AI innovation, too. Contrary to big tech 

platforms, these companies do not hold vast amounts of data necessary to train 

their ML models. In contrast to SMEs, they do not even own industry specific data 

and therefore lack domain-specific knowledge.183 Therefore, if they specialize in NLP 

or image recognition, deploying web scraping through TDM, or accessing large da-

tabases that hold photographs or video, is critical for being able to train their ML 

models. Therefore, a distinction among commercial entities should be made with 

regards to their access to critical AI resources, such as (training) data. Startups are 

commercial entities, but they operate on a vastly different economic scale than mul-

tinational tech companies. 

Even more important than the argument that very large ML models that have ingest-

ed gigantic amounts of (copyrighted) data can be interpreted to be highly transfor-

mative in nature, even more transformative than the search function that is provided 

to the users of Google Books, is the fourth statutory feature: “the effect of the use 

upon the potential market for or value of the copyrighted work”.184 Employing TDM 

for training purposes requires making copies of expressive works.185 But, training 

the ML model with these data does not reproduce the authors’ copyright protected 

expression. The output that is generated by the ML model can be perceived to be a 

mere derivative from the individual works in the corpus. Consequently, in its answer 

to the RFC, OpenAI argues that the output of an NLP system might display similari-

ties to the works in the corpus, but the ML models do not regenerate any individual 

work in the training corpus.186 Therefore, their usage for training purpose do not neg-

atively reduce the value of the copyrighted expression, the argument goes. 

It is ultimately up to US courts to rule in favor or against this line of reasoning. Given 

the transformative capabilities of very large ML models, and given the possibility 

that the Google Books case might receive analogous adoption by US courts, there is 

more than a hypothetical chance that another locational advantage for U.S.-based 

companies might materialize, should US courts interpret the training of ML models 

by commercial entities on copyrighted data as fair use. 
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